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A B S T R A C T

Diagnosis of the tumors' tissues in the liver and distinguishing the malignant tumors 
from benign is a critical issue in medicine. In this regard, so many methods have been 
proposed to make the accurate tumor detection and classification algorithms using 
Machine Learning and Computer Vision techniques. In this study, first we analyzed 
the liver’s MR images using Discrete Wavelet Transform techniques for dimensional-
ity reduction and feature extraction, and then Principal Component Analysis technique 
has been employed to select the essential features for classification, and finally the se-
lected features were used to train Support Vector Machine algorithm. In classification, 
we used the different kernels for SVM and the result of each classifier was compared. 
The outcome of the algorithm indicates the high performance of our method when 
there are few training data available.
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INTRODUCTION:

Liver cancer is one of the most dangerous dis-
eases, occurring due to the irregular and uncon-
trolled growth of a number of cells within the 

liver that can attack adjacent healthy tissues1. The exist-
ence of a mass in the body does not necessarily mean a 
malignant tumor; some types of these masses are benign 
and have no harm. Benign tumors are those that grow 
alongside the tissue and are uniform, known as non-can-
cerous tumors, and the ones that stick to the body tis-
sues and spread to its other parts are called malignant 
or cancerous tumors. The proper diagnosis is the base 
for the development of an optimal plan for liver cancer 
treatment2,3. One of the most popular medical imaging 
methods is Magnetic Resonance imaging (MRI), used 
to diagnose the disease and design a treatment plan4.
 For the analysis of liver images, first features extraction 
from the existing images must be done, where wavelet 
is a very efficient tool with multi-resolution property, 
i.e. it can be used to analyze an image at different levels 
in terms of resolution. However, this technique requires 
a lot of processing, so we used dimensional reduction 
technique to reduce the feature vector5.
In dimensional reduction, PCA in the mathematical 
definition is an orthogonal linear transformation that 
takes data to a new coordinate system, so that the largest 
data variance is placed on the first coordinate axis, the 
second largest variance on the second coordinate axis 
and it goes on like this for the rest. PCA can be used to 
reduce the dimension of the data, as a result of which 
the components of the dataset extracted from the image 
with the greatest effect on the variance are maintained 
and, accordingly, the most appropriate features are ex-
tracted6.
According to the features obtained for differentiation 
of the tumor from the main tissue and classification of 
its types, among many methods presented by the re-

searchers, such as logistic regression7, artificial neural 
network8, and especially the deep neural network that 
needs a lot of initial data for training, we used SVM tech-
nique, which offers high flexibility and precision in case 
of few training data for supervised classification. We 
used four different kernels for implementation in SVM. 
K-fold cross validation technique was used to prevent 
over-fit of the learner algorithm in the training phase9. 
By default, SVM was implemented with a linear ker-
nel, and then three other kernels (HPOL, IPOL, GRB) 
were selected and implemented. Finally the results of 
the system with four different kernels were compared.

The main components of the proposed al-
gorithm
Generally, our method consists of three main steps: the 
first stage involves the preprocessing, which is the stage 
of extracting the features and reducing the dimension, 
the second involves the training of a kernel-based SVM, 
and the third one involves the addition of images from 
the liver to the trained algorithm and receiving the rele-
vant results, with the whole process shown in Figure 1.

Figure 1. The main components of the proposed hybrid 
algorithm

MRI

Feature extraction

Feature dimension 
reduction  

Kernel-based SVM

New MRI

Wavelet transform

PCA

Normal or abnormal

Output



36

www.bccrjournal.comBasic & Clinical Cancer Research, 2018; 10(1): 34-41  

Bahman Cheraghi Gharakhanloo et al...

Dimensionality Reduction and Extracting 
features with discrete wavelet 
At this stage, which is preprocessing, to analyze the 
existing images, we extracted the features of the im-
age, using discrete wavelet transform method. Wave-
let analysis is one of the relatively new and exciting 
achievements of pure mathematics, which is based 
on several decades of research in frequency and wave 
analysis. Today, wavelet analysis is applied to many 
field of science and engineering and there are new pos-
sibilities for understanding its mathematical aspects 
as well as increasing its applications. The wavelet is a 
given function with a mean of zero in terms of whose 
transforms and dilations the expansion is performed. It 
is possible to formulate any applicationwhich is based 
on fast Fourier transform (FFT) by means of wavelets 
and obtain more spatial (or temporal) information. 
Overall, this affects the processing of signal, image 
and fast numerical algorithms for calculation of inte-
gral operators. This analysis, as a numerical tool, can 
greatly reduce the computational complexity and make 
it easy and fast for the computation to be done. Today, 
wavelet analysis has different and numerous applica-
tions, including its use in medical imaging (MRI) and 
CT scan.

Two-dimensional wavelet (2D)
Wavelet transformations in two-dimensional mode re-
quire a two-dimensional scalar function such as φ(x, 
y) and three two-dimensional wavelets: ψH(x,y), ψV 

(x,y), and ψ^D (x,y). Each of them is the product of 
two one-dimensional functions. It is easy to scale up a 
two-dimensional to one-dimensional DWT with respect 
to wavelet functions and two-dimensional scaling10.

Dimensional reduction through PCA
After acquiring the features which are extracted from 
MR images using DWT, we applied Principal Com-
ponent Analysis to select the best feature to use in 
classification stage. The PCA is the most widely used 

algorithm, and in which we act based on the identi-
fication of the principle components, and obtain the 
vector of the features of the data covariance matrix, 
i.e. the main components. Concerning vector x one can 
assume that its components have a mean zero and, if 
not, we can easily calculate the mean and subtract from 
them. Now, if we assume that Y is the covariance ma-
trix x and A is the eigenvector of matrices, and B is the 
eigenvalue matrix calculated from covariance matrix 
Y, and represent each member of A with Ø and each 
member of B with λ, then the principle components 
matrix P containing corresponding eigenvectors will 
be larger eigenvalue11.

λ1>λ2>…>λm>λ1>…λn

       P=[Ø_1,Ø_2,…,Ø_m]                    
New feature vectors are obtained using the following 
equation:
C = P.X

Classification of SVM
At this stage, the features selected by PCA are given 
to an algorithm called support vector machine (SVM). 
Then, based on the features the algorithm is trained in 
order to be able to accurately handle the classification 
after receiving the new data and to determine the new 
location of the tumor and its type according to the new 
liver images. SVM is actually a binary classifier that 
separates two classes, using a linear boundary. In this 
method, the samples forming the boundaries of the 
classes are obtained, using all the bands and an opti-
mization algorithm. These samples are called support 
vectors. A number of training points with the shortest 
distance to the decision boundary can be considered as 
a subset for definition of the decision boundaries and 
as support vector12.

Linear kernel
The kernel-free and default mode of this algorithm is 
known as the linear kernel. Assume that the data is 
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composed of two classes, and that the classes in total 
have xi , i =1,...,L training points, where xi is a vec-
tor. These two classes are labeled with y i = ± 1. To 
calculate the decision boundary of the two completely 
separate classes, optimal margin method is used [180]. 
In general, a linear decision boundary can be written 
as follows:

(1): w.x +b =0

x is a point on the decision boundary, and w is an n-di-
mensional vector perpendicular to the decision bound-
ary. b/w is the origin distance to the decision boundary 
and w.x represents the inner multiplication of the two 
vectors x and w. Since, by multiplying a constant on 
both sides (1), equality will still be established, for the 
definition of the unity of the values w and b, the fol-
lowing conditions are applied to them.

(2): Y
i
(w. x

i
+ 1)

 
>1 (x

i
 is a support vector)

       Y
i
(w. x

i
+ 1)

 
=1 (xi is not a support vector)

The first step in calculating the optimal decision 
boundary is to find the closest samples of the two train-
ing classes. In the next step, the distance between those 
points is calculated in a straight line perpendicular to 
the boundaries separating the two classes completely. 
The optimal decision boundary is calculated by solving 
the following optimization problem:

(3): 

Based on equation 2 the above equation, through per-
forming a series of mathematical operations, changes 
to the one below.

(4): 

Solving the problem of optimization (4) is a difficult 
task. To simplify it by using the Lagrangian indeter-
minate coefficients, this optimization problem can 
be converted to the following form where λis are La-

grange coefficients.

(5):

After solving the above optimization problem and find-
ing Lagrange coefficients, w is calculated by means of 
the following equation.

(6):

λi  of support vectors will be greater than zero and λi 

of the other points will be zero. Hence, considering 
(6) and zero λi for xies that are not support vectors, 
to obtain a decision boundary, we only need a limited 
number of points of instruction which are the support 
vectors; the image classification by means of SVM re-
quires just a limited number of training points. After 
finding w using the following equation, the value of 
b is calculated through the following equation for dif-
ferent support vectors and the final bs are obtained by 
averaging the resulted b.

(7):

The final classifier is obtained from (8).

(8):

The traditional SVM has built a cloud page for data 
classification, so it cannot properly handle the condi-
tions in which different data from different types are 
located on different regions of a surface cloud. In such 
cases, the isolation method was implemented based on 
the kernel13. We focused on increasing accuracy of the 
algorithm for which we tested three polynomials: ho-
mogeneous polynomials, heterogeneous polynomials, 
and Gaussian kernels14, whose equations have been 
shown in Table 1. 
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Table 1. Different kernels for SVM

Parameter Equations Kernels

d                      K(xi,xj )=(xi.xj)d Heterogeneous 
polynomials

d K(xi,xj )=(xi.xj+1)d Heterogeneous 
polynomials

ᵧ K(xi,xj )=exp(-γǁxi-xj ǁ2) Gaussian

Cross-validation K-Fold 
Since the classifier is trained according to the existing 
training data, our classifier may have a high accuracy 
just for these data, and in actual circumstances in the 
face of other data, it has proper accuracy. Therefore, 
the algorithm should be suitably generalized to prevent 
over-fit, and to make algorithm more reliable in the 
face of other datasets for this purpose, a stage called 
cross-validation is used. There are different methods 
for cross-validation, among which K-Fold is the one 
we used in our study. In this method, we divide all the 
training data into a subset of k, so that in each time of 
run, the i-th set is tested and build it with the rest of 
the model. K-fold is completely randomly divided, but 
there is another method called Stratified k-fold, where 
each fold separated is close to the distribution of the 
same class15. Another important issue is determining 
the appropriate value for k. If the value is too large, 
the estimator bias of the real error rate will be small, 
but the estimator variance will be large, as a result of 
which the algorithm’s calculation time will increase. 
By contrast, if K is too small, the calculation time will 
be low, but the estimator variance will be small and 
the estimator bias will be large16. The value of k can 
be considered to be a number between 1 and 10. We 
considered number five appropriate, which is usually 
obtained by error and trial.

Tests and comparison of methods
The implementation of the algorithm and the corre-

sponding tests has been done by MATLAB 2015b. In 
fact, we use the tools provided in MATLAB to imple-
ment the wavelet and support vector machine algo-
rithms. Also MRI images were downloaded from the 
reference (http://www.mr-tip.com), and we used T-2 
images due to their high resolution (256×256 pixels). 
We used liver images randomly for various diseases, 
among which 120 were abnormal, indicating a defec-
tive liver, and 130 were normal, indicating a healthy 
one. Table 2, indicates the number of normal and ab-
normal liver samples that we use to train and test our 
algorithm.

Feature extraction, using wavelet
Using the wavelet, we processed the image at three 
levels, and by reducing the wavelet approximation and 
removing the rest of the parts the original image was 
reduced to a large amount in terms of volume and con-
verted to an image of 32 × 32, where a specific section 
was visible with the box in the upper left corner and 
above the image on the right in Figure 2.

Dimensional reduction:
The original image, whose size has significantly been 
reduced in the feature extraction step, needs to be re-
duced again in dimensions by PCA method, with k=1 
computational variance of 42% and k = 20 computa-
tional variance of 96% that show minimum and maxi-
mum values of variance respectively.

Accuracy and the time of hybrid algorithm
The hybrid algorithm was run with all four kernels and 

Table 2. The number of the samples used 
to train and test the proposed algorithm.
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the results of the classification were shown in each step, 
and the results were compared with those obtained by 
using the previous methods as shown in Table 3.
The calculation time of the algorithm for each
 256× 256 image was 0.0489. In this process, the fea-
ture extraction step had the maximum time consumed, 
i.e. 0.031, and according to Table 3, the hybrid algo-
rithm with Gaussian kernel had an accuracy of 98.82%.

CONCLUSION: 
In this paper, we introduced a hybrid algorithm for 
identification and differentiation of the liver tumor 
from MRI images. The wavelet, due to its nature, caus-
es a minimal loss of the valuble features of the image. 
So in pre-processing stage with the wavelet, valuable 
information was obtained from the image. PCA re-
duced the search space from 1024 to 20, which had a 
great effect on speed and accuracy of the final result. 
In the classification stage, we used LIN, HPOL, IPOL, 
and GRB kernels among which GRB kernel, acting 
as an exponential function, was able to classify more 
distance as the decision line margin, and produced 
the best result with accuracy of 98.82% even among 
the trained kernels. Moreover, one of the benefits of 
this classification algorithm is obtaining good results 
in case of low training data and, accordingly, our pro-
posed method, DWT + PCA + SVM, is based on GRB 
kernel, which can be used as an appropriate tool for 
diagnosis and treatment of liver disease. 
This algorithm is not only useful in the analysis of the 
liver image but also it can be used in cases which need 
classification as a useful tool for medical diagnoses. 
In future’s studies the effectiveness of this algorithm 
in the analysis of other medical images can be inves-
tigated, and through an alternative method, which is 
more developed than the wavelet and an alternative 
method of dimension decrease, such as ICA, as well as 
comparing the other kernells of SVM, a more suitable 
method can be offered.

Figure 2. Liver image and its wavelet output
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